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Ground Clutter Filters for Staggered Pulse Trains

Dusan S. Zrnic'
NOAA, Environmental Research Laboratories

National Severe Storms Laboratory
Norinan, Oklahoma 73069

Zoran Banjanin
Cooperative Institute for Mesoscale Meteorological Studies,

University of Oklahoma
Norman, Oklahoma 73069

1. INTRODUCTION

A Doppler radar in the vicinity of airport terminals can provide timely

information concerning weather hazards. The Next-Generation Weather Radar

(NEXRAD), if properly sited, will have all the needed capability to serve that

purpose. But because of its design to satisfy a multi-user mission, the

NEXRAD may not be operated in modes that scan airport areas optimally, and

moreover, there may be less than 35 NEXRADs in the vicinity of major airports.

Therefore, the FAA is seriously considering a Terminal Doppler Weather Radar

(TDWR), specifically for automatic detection and tracking of weather hazards

within the terminal operations area of important aviation hubs. It has been

well established that a 10 cm wavelength is preferable for storm surveillance

(Doviak et al., 1978); however, at close range, a shorter wavelength (e.g.,

5 cm) could be used at some cost savings. For the same beamwidth it is con-

siderably simpler to achieve lower sidelobes at a 5 cm wavelength; similarly,

a good radome is easier to build if the antenna is smaller, and waveguide and

transmitter costs are lower. Besides, with a fixed antenna dish size, a 5 cm

wavelength would produce a beamwidth half as wide as a 10 cm wavelength would,

which would lead to a correspondingly better performance in ground clutter en-

vironment. Also, near major airports frequency allocation is not available at

S band. Alas, the range and velocity ambiguities are twice as severe at 5 cm

wavelength, and attenuation is much more significant. It is our belief that a

uniform pulse repetition on a 5 cm weather radar would not be a choice wave-

form unless some phase encoding of pulses were utilized. In the absence of

phase encoding, a staggered pulse sequence would need to be employed in order



to extend the unambiguous range and velocity. The study reported here exam-

ines ground clutter canceling on a staggered pulse sequence. Because TDWR's

main mission is to observe weather at low altitudes, any realistic signal pro-

cessing scheme must include a suitable canceler.

2. STAGGERED PRT

By suitably combining velocity or autocovariance estimates from two dif-

ferent pulse repetition times (PRT) T1 and T2 , it is possible to increase the

unambiguous velocity effectively. Sirmans et al. (1976) analyzed a scheme

(Fig. 1) whereby two velocity estimates vI and v2 are obtained from two auto-

covariance estimates R(TI) and R(T2 ). When aliasing occurs, it will affect

the two velocity estimates differently because their Nyquist intervals are

different. As long as the expected difference E(V1 -V2 ) is unambiguous, mean

velocity aliases can be resolved. A similar scheme has been described by

Doviak and Zrnic' (1984) and analyzed by Zrnic' and Mahapatra (1985). They

proposed to estimate the velocity v from

A (1)
V=- -'r-'-- arg(R 1R 2)()

where X is the wavelength. The autocovariance estimates RI and R2 at time

lags Ti and T2 would normally be obtained from several sample pair autocovari-

ances to reduce statistical uncertainty. It can be seen from Eq. (1) that the

velocity estimate v becomes ambiguous when the phase difference, arg R1-arg R2,

exceeds tit. Therefore, a corresponding unambiguous velocity is defined by

vM =tK) t I- (2)4(T2TI2 4T 2( 1 4

where T2 > T1, K = TI/T 2 , and Ts = T2-T1.

It follows from (2) that larger unambiguous velocities are obtained for

smaller differences between T2 and T1 . But the difference cannot be made too

small because the errors in v due to statistical fluctuations (in estimates

and R2 ) are inversely proportional to this difference.

The normalized plot of the standard deviation is shown in Fig. 2. Sig-

nal-to-noise ratios (SNR) of 20 dB and 5 dB are used, K is a parameter, and

Va2 = x/4T 2. Our choice of a 20 dB SNR is motivated by the fact that at this

and larger SNRs the standard errors of estimates are independent of SHR. For

2
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the same number of sample pairs, fl, the standard errors are considerably

larger than when contiguous or independent pairs are used (Zrnic', 1979). As

a matter of fact, it seems that errors can be controlled only if the SNR is

larger than 20 dB. This is usually the case when echoes originate from appre-

ciable precipitation (equivalent reflectivity factor of 30 dBZ or more).

Close to the radar a considerably smaller reflectivity factor can produce the

large SNR; for the NSSL Doppler radar a 0 dBZ reflectivity factor at a 10 km

range produces a 20 dB SNR.

As an example let us consider a 5 cm weather radar with T2 = 1.5 m s and

T, = 1 m s. The factor K = 0.66, and Va2 = 8.3 m s-1. Now, if the spectrum

width is 2 m s-1 , the normalized error from Fig. 2 becomes 0.15. Therefore a

1 m s-1 error in velocity estimates can be achieved with f1=6 sample pairs. In

severe storms, the median value of spectrum width is 4 m s-1 (Doviak and

Zrnic', 1984), and also it is the value that may be produced by significant

turbulence. With a spectrum width of 4 m s"1 we need 64 sample pairs to bring

the error below 1 m s- 1.

The errors can be significantly reduced if the mean velocity is computed

in a two-step process. First, an estimate v according to (1) having the ex-

tended unambiguous velocity vm is found. Then a second estimate vI from the

autocovariance RI is computed. This estimate has a much lower standard error

than the first (Zrnic', 1977) and also a small unambiguous interval 2Val

A/2T. It suffices to add (subtract) multiples of 2Val to (from) vI until the

absolute difference Iv - vI - 2nvai is minimized. Thus-found positive or

negative integer n determines the new extended velocity estimate v1 + 2nval3

which now has the same standard error as vI (unless catastrophic errors in v

have occurred). To illustrate the point, let us return to our example with

K = 0.66, Val = 12.5 m s"1, va2 = 8.3 m s-1, and SNR = 5 dB. Furthermore, let

us assume that there are 20 staggered pulses (M = 10 pairs), which is also the

number we use later in our simulations. For a representative spectrum width

of 2 m s-1 we find the standard deviation of v (from Fig. 2) to be 3.2 m s- 1,

which is small enough, compared with 2va2 = 16.6 m s-1, to ensure that catas-

trophic errors (i.e., errors that yield wrong n) would seldom occur. The

standard error of v1 (from the argument of R1 ) is also plotted in Fig. 2, ac-

cording to the equations of Zrnic' (1977), and is normalized to 2Va2* Thus

from the dashed curve, we compute the error in v1 to be about 1 m s'1; this

will also be the error in the dealiased velocity, provided no catastrophic

4



failure has occurred. For the example considered it can be shown by simula-

tion (Chernoboy, 1988) that the catastropic errors would occur about 10% of

the time. In our analysis we use the estimator (1), whose performance with

respect to biases in the presence of clutter filters is indistinguishable from

the more complicated two-step estimator. We must bear in mind that a prac-

tical implementation may require the two-step process, or averaging of veloci-

ties in range, in order to keep statistical errors under control.

Therefore, at close range (<30 km), which is of prime concern for the

ter iinal Doppler radar, a staggered PRT would produce reliable estimates of

velocities. These can be obtained at sufficiently high rates to make them

useful for detection of short-lived transient weather phenomena such as micro-

bursts. For the cited example, the extended maximum unambiguous velocity is

vm = 25 m s-1. The shorter unambiguous range (corresponding to T1 = 1 m s) is

150 kn, and because pulses are staggered, overlaid echoes in range would not

bias velocity estimates but would act like white noise to increase the stand-

ard error. It is evident that this staggered PRT scheme can make a radar with

a 5 cm wavelength perform much like a 10 cm radar, as far as ambiguities are

concerned. But at close range in airport environments, ground clutter is of

major concern, and staggered schemes do not lend themselves easily to clutter

canceling.

3. GROUND CLUTTER FILTER

Ground clutter filters (GCF) with sharp narrow notches (50 dB deep and 1-

2 m s-1 wide) can easily be designed to operate on uniformly spaced pulse

trains. A comprehensive report by Zrnic' and Hamidi (1981) describes an infi-

nite impulse response filter that meets these objectives. Ground clutter can-

cellation in the context of NEXRAD, and a finite impulse response filter that

also achieves the objectives have been treated by Evans (1983). We shall show

that filters can be designed to operate on staggered pulse trains and still

meet the notch objective, yet the compromises introduced in a passband may be

objectionable. In order to be useful, the filter must have a linear phase

characteristic over most of the band so that the phases of R1 and R2 are

linear leading to unbiased Doppler estimates (1). A reasonably flat amplitude

characteristic is needed to avoid biases of the spectreal moments.

Four approaches to filter design are examined in the sequel. All require

dwell times of the order of the reciprocal of the filter notch width. The

5



four are based on using (1) a pair of filters each for a low uniform PRT,

(2) a high, uniform interpolated PRT, (3) staggered pulses, and (4) a compara-

tive ground clutter filter that uses both split uniform and staggered pulses.

3.1 A Pair of Clutter Filters Each for a Uniform Pulse Repetition Time

One very simple method for preserving linear phase of the Finite Impulse

Response (FIR) filters, in the case of nonuniform sampling, is shown in

Fig. 3. Through the remainder of the report we call this realization the

split uniform PRT ground clutter filter. The input time series, with nonuni-

formly spaced samples, is divided into two time series with uniformly spaced

samples, each of which is processed by two independent ground clutter filters.

These filters can be designed using methods developed by Rabiner and Gold

(1975). The phase characteristic of this composite system can be linear, if

each ground clutter filter has such a characteristic. But the amplitude char-

acteristic has notches not only at zero frequency, but also at

fn= n/T, T = TI+T 2 , n = 0, ±1, ±2, ±3, (3)

because the sampling frequency is T-1. For T1 = 1 ms and T2 = 1.5 ms this

corresponds to notches at velocities of ±10 m s-1, *20 m s-1, ±30 m s-1, etc.,

in addition to the desirable notch at 0 velocity (Fig. 4). If each notch were

2 m s-1 wide, about 16% of the unambiguous velocity interval (2 vm = 50 m s-1)

would be effectively eliminated from measurements in addition to a 4% notch,

at zero velocity. This may be a large price to pay for clutter canceling.

In summary, a pair of finite impulse response filters can be designed to

have a linear phase characteristic so that there would be no phase contamina-

tion of the autocovariance estimates R1 and R2 " But the amplitude character-

istic would have periodic notches that would preclude measurements of weather

echoes in a considerable percentage of the extended unambiguous interval.

3.2 Filter that Operates on a Train of Interpolated High-PRT Pulses

We consider here interpolation in a staggered PRT train of pulses so that

the resulting PRT becomes uniform. Such interpolation is fairly simple if the

stagger ratio K is a ratio of two small integers such as 2/3 or 3/4. For in-

stance, for K = 2/3, it suffices to interpolate one value in a T1 interval and

6



FGO FILTER

GC FILTER

Figure 3. Ground clutter filter consisting of a pair of filters, each of
which is for a low-PRT uniform pulse train. This pair is refer-
red to as the split uniform PRT ground clutter filter.

MAGNITUDE

-25 -20 -1 10 20 25

VELOCITY (m s - 1 )

Figure 4. Sketch of a transfer characteristic produced by one filter of the
pair in Fig. 3. The example assumes T1 = 1 ms, T2 = 1.5 ms, an
x = 5 cm so that the extended unambiguous velocity vm = 25 m s.
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two values in a T2 interval (Fig. 5a). But there may be advantages in using a

different interpolation scheme. In Fig. 5b the interpolated pulse train is

such that one of the original pulses is not passed to the filter, and there-

fore, after the filter, another interpolation is needed to restore the sample

spaced by T1 . Finite impulse response filters can be used to filter the

ground clutter, but as in the previous example, aliasing of velocities will

aAversely affect the weather echoes in the passband. Although the exact an-

alysis of aliasing can be complicated, a heuristic approach that gives, on the

average, a correct result, is very simple. It is known that in a pulse train

with a random PRT, aliasing will occur, on the average, for frequency compo-

nents that exceed (I/2Ta) where Ta is the average PRT in the sequence. If we

accept that the same holds true for a staggered PRT, we recognize that on the

average, aliasing will occur at 1/(TI+T 2 ). This means that a notch at DC will

also repeat, on the average, at X/2T intervals. For our example of vm =

25 m s-1, T = 2.5 ms, and x = 5 cm, this is illustrated in Fig. 6 where dashed

notches indicate degradations of the amplitude characteristic. However, these

interpolation schemes generally distort the phase, causing serious biases in

estimates (1). If the notch is 2 m s-1 wide, we see that about 16% of the

50 n s-1 velocity interval is now lost for processing. Although such a loss

may be acceptable, we emphasize that we have yet to demonstrate that a filter

can be designed to perform according to the above theory. We also need to de-

termine which of the two interpolation schemes illustrated in Fig. 5 is best

suited for clutter filtering, and furthermore, a method to overcome phase dis-

tortions must be devised!

3.3 Filter that Operates on Staggered Pulses

A diagram of a filter that operates on a staggered pulse train is shown

in Fig. 7. The diagram illustrates the design philosophy, and it need not be

construed that the actual implementation should follow the same flow path. As

we shall see later, there are implementations that save computation by combin-

ing several steps from our diagram. In this diagram the staggered pulse train

is split. One path contains a low-pass filter to retrieve the ground clutter

component. The low-pass filter is an FIR filter that contains two sets of co-

efficients, which are alternately active. Filter coefficients are chosen in

such a way that the filtered values are actually interpolated into a uniform

pulse train. Thus, there are no phase distortions at the output of the

8



(a)

Figure 5. (a) Interpolated pulse train for K =2/3.

(b) M~inimal interpolation to obtain a uniform pulse train.

MAGNITUDE

I II
I III SI
I II

I I

-25 -20-101020 25
VELOCITY (m s-1)

Figure 6. Position of notches produced by a clutter filter on interpolated

pulses.
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GROUND CLUTTER FILTERING

(a)

SIGNAL
FLERED

SSIGNAL

(b)

SIGNAL AND
CLUTTER

FILTERED

CLUTTER

INT ERPOLA T ED J 1 1
CLUTTER

SIGNAL WITH
CLUTTER
SUBTRACTED

Figure 7. (a) Block diagram of a filter for staggered pulses.

(b) Pictorial representation of the filtering process in (a).
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low-pass filter. The interpolator interpolates the uniform pulse train back

into a staggered pulse train so that proper subtraction can be realized, after

which most of the ground clutter would be removed, as shown in Fig. 7. There

are some small differences in the analysis when even or odd numbers of samples

are filtered, and we shall treat the two cases separately.

3.3.1 Even number of samples

The center of symmetry of the weighting coefficients is in the middle of

either T, or T2 , and it switches periodically between the two with each new

pulse (Fig. 8a).

The impulse response functions for the two sets of low-pass filter coef-

ficients will be denoted with hl(u) and h2 (T); in this notation we assume that

the coefficients are centered on Ti and T2 and that u = t + T1/2 and T = t -

T2/2. Thus, the frequency responses H1 (f) and H2(f) are real functions. In

order to account for the time displacement between the action of the two fil-

ters (Fig. 8a) we must introduce appropriate phase factors, so that the fre-

quency responses taken together become

j WT1 /2
Hi(f) = H1(f) e

_jWT2/2 
(4a)

2 (f) = H2 (f) e

where n -j u i
H 1(f) = h1(u i ) e

i=-n (4b)
n -j (T4i

H2 (f) = ) h2( 1 i ) e
1 =-n

The dependent variables ui and ti are used to indicate that the weighting co-

efficients h, and h2 are never coincident in time, and furthermore, u and

T axes are displaced from the reference time axis as in Fig. 8a.

Because the low-pass filters HI and H2 select the ground clutter, the

shape of the notch will depend on the passband characteristic of H1 and H2 .

Obviously, it is desirable to match H, and H2 to the clutter spectrum and to

suppress all the components outside the interval containing clutter. Ideally,

H1 and H2 should have identical frequency behavior. This can be accomplished

approximately if h, and h2 are obtained from the same continuous window func-

tion. In the sequel we use the Hamming window, as well as more sophisticated

11



(a) hl(u, )

U

h2( i

i0 
T

0 Reference Time t
hl(t i )

(b)

10t
t

h2(r )

0 T

0 Reference Time t

Figure 8. (a) Representation of the weighting by h and h2 corresponding to a
transfer Hsi and even number of samples.

(b) Representation of the weighting by h1 and h2 corresponding to a
transfer Hsi and odd number of samples.
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windows, to determine the coefficients h1(ui) and h2 (Ti). Because the Hamming

window has spectral skirts about 45 dB below the main lobe peak, the overall

high-pass filter frequency response would resemble the one suggested for

NEXRAD.

At the output of low-pass filter, the pulses have equal spacings and they

must be interpolated back to a staggered train, so that proper subtraction and

later computation of autocovariances can be made. lie chose a simple linear

interpolation so that outputs of filter H, are multiplied by a constant A, and

of H2 by a constant B; the two products are summed and subtracted from the

total signal. In this manner the overall transfer function of the system

(Fig. 9) becomes

Hsl(f) = 1 - A Hl(f) e f B H2(f ) e (5a)

where A+B = 1. The coefficients A and B determine the relative contributions

of the two outputs (hI and h2 ) to the interpolated value. For common stagger

ratios (2/3) the weight would be 3/5 and 2/5, but it is our experience that

A = B = 0.5 works as well, and the value will be used throughout this report.

For illustration, we will also set one of these coefficients to zero.

A B
H2(fM

Figure 9. A more detailed block diagram of the staggered PRT ground clutter

filter represented in Fig. 8.
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Note that the transfer (5a) is valid for the arrangement of the staggered

pulse train as in Fig. 8a (i.e., the interpolation is at t=O). For the next

interpolated pulse the exponential terms in (5a) would change sign to produce

Hfs2(f ) = I - A H(f ) e - B H2(f ) e 2. (5b)

The pair, (5a) and (5b), constitutes a time-varying filter that cycles through

two transfer functions at the rate of I/T. Our design matches the magnitudes

of the transfer functions so that there are no amplitude modulations due to

this cycling. However, as we shall see in the later example, there is a phase

modulation in several very narrow frequency bands and these must be dealt

with.

3.3.2 Odd number of samples

In this case the coefficients h1(ti) and h2( i
) (Fig. 8b) are not symmet-

ric and corresponding frequency responses Hl(f) and H2 (f) are not real

functions. But the weighting coefficients hI and h2 have an odd symmetry with

respect to each other [hl(-t i) = h2 (Ti), see Fig. 8b]. Again to account for

the time displacement between the action of the two filters (Fig. 8b) we must

introduce appropriate phase factors, so that the frequency responses taken to-

gether become

HI(f) = H1(f)
_j wT2  ( 6a )

H (f) = 
H2 (f) 

e

where

n -j Uti
H1 (f) = -. hn 1(ti) e

i=-n (6b)

H2 (f) = _ h 2 (i) e
i=-n

The variables ti and Ti are used to indicate that the weights h, and h2

are never coincident in time. As in the previous case, the overall transfer

function of the system becomes

Hs1(f) = 1-A.HI(f) - B.H2(f) e , (7a)

14



where A+B = 1. The transfer (7a) is valid for the arrangement of the stag-

gered pulse train as in Fig. 8b. For the next interpolated pulse the transfer

is

-J wT
Hs2 (f) = 1-A-HI(f) e 1 - B.1 2 (f). (7b)

Together, equations (7a) and (7b) constitutes a time-varying filter that

cycles at the rate of I/T.

3.3.3 Alternate realization of the filter

The hardware realization shown in Fig. 9 can be simplified by appropri-

ately combining the hi and h2 filter coefficients. Figure 10 illustrates how

this can be done, so that the equivalent (to Eq. 5) high-pass coefficients be-

come

hsl(tn) = -A hl(p)
hsl(tn-1) = "a'h1( v-l) -Bh2( T)

hsl(to) = G-A.hI( vI) -Bh2 ( T) (8)

hsl(t-n+i) = "A'hl(In) "Bh2 (tn+l)

hsl(t-n) = -Bh2(T-.n)

At this point we stress that the compact realization as in Fig. 10 may not be

the most desirable because, as we shall see later, there may be a need to ob-

tain certain summations that are identifiable as parts of the low-pass fil-

ters. This may be necessary in order to resolve phases when signal velocities

are at frequencies I/T, ±2/T, etc., where a large uncertainty in phase oc-

curs. It is interesting to notice that although initially the two low-pass

filters had an even number of samples after this hardware simplification, we

have obtained one filter with an odd number of samples.

15



T2 T1 T2 +

h2(Tn)n B_

(U-n) -jB h2(in

Figure 10. A schematic showing how the filter structure can be reduced to an
equivalent high-pass filter with one set of coefficients.

Example 1

In the example that follows we use 40 pulses, T1 = 1 ms, T2 = 1.5 ms, and

for simplicity, the weighting function for the low-pass parts, h, and h2 , is

Hamming. The low-pass transfer function
jwTi/2 -jwT2/2

AH1 (t)e 
+ BH2 (t)e

is plotted in Fig. 11 where we note the enhanced peaks at f = l/T, 2/T, etc.,

or 10 m s-1, 20 m s-1, etc. As we shall see shortly, this is precisely where

the phase characteristic has problems. In Fig. 12 we show the magnitude of

the overall transfer function; both a normalized frequency f(T1 +T2 )/2 and ve-

locity scale (for x = 5 cm) are labeled. This characteristic is satisfactory;

there is almost no attenuation at f = I/T; small attenuation at f = 2/T can

certainly be tolerated.
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-14

Lu -28
m

-42
C.

-56

-700 .2 .4 .5 .6 .8
TRUE NORMALIZED FREQUENCY fT3

Figure 11. Magnitude characteristic of the low-pass portion of the filter.
In this example A = B, K = 3/2, and Hamming weights are used.

TRUE VELOCITY (m S - 1)

0 10 20 25 30 4010 . .. . . I I. .

-10

-30

IL-.J

4-50

-70 F. . . . . . . . . . .

0 .2 .4 .5 .6 .8

TRUE NORMALIZED FREQUENCY fTs

Figure 12. Magnitude of the overall transfer function (Hs, or Hs2).
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The phase characteristics in Fig. 13a and b are for two positions of the

pulse train (Eqs. 5a and 5b). Through most of the region the characteristi'c

is flat, but at f = jI/T, ±2/T, etc., there is a significant departure from

the straight line. This departure cannot be tolerated because it would con-

taminate the autocovariance arguments. Because the phase shift alternates

from pulse to pulse, it would add 2q(f) to the argument of the autocovariance

RI, and -2p(f) to the argument of R2 where (f) is the phase characteristic.

Therefore, the added phase in Eq. (1) would be 4 (f). Obviously this would

produce large errors in velocity estimates whenever v = nV2T, n = ±i, ±2,

etc.

In Fig. 13c we have plotted the estimated versus true normalized Doppler

frequency. The estimated is defined as fT2 (I-K) + 4p(f), and the true is

fT2(1-K); in the example K=2/3. Although this transfer looks discouraging,

there are ways to identify situations when fT2/3 = ±0, ±0.2, ±0.4, etc. This

is discussed in Section 3.5.

3.4 General Design Procedure

In several approaches to the design of GCF which have been considered,

most of the efforts have been devoted to the goal of achieving linear ampli-

tude and phase chardcteristics in a passband. Now we turn our attention to

the problem of achieving the desired stopband characteristic. Unlike the

passband characteristic, which influences spectral parameter estimation, the

stopband characteristic defines how well clutter is going to be attenuated.

The designing procedure is described in Fig. 14. In this figure, and

throughout the rest of this report, we utilize a low-pass filter with an odd

number of samples. The GCF is actually a high-pass filter, but the design

procedure begins with a low-pass filter. The lower branch (direct connection)

in Fig. 14 defines linear amplitude and phase characteristic of the GCF in the

passband because the impedance of upper branch is very large at higher fre-

quencies. This is generally true in the passband; however, at f=O, ±1/T, 12T,

etc. (TI + T2 = T) there is a significant departure from constant amplitude

and linear phase (Figs. 12 and 13).

The weighting function of a staggered PRT filter can be obtained from a

uniform PRT filter that has a shorter sampling period Tu such that

Tu = Tl/n I = T2/n 2
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Figure 13. (a) Phase characteristic of the overall transfer function (HS).

(b) Phase characteristic of the overall transfer function (Hs2 ).

(c) Velocity transfer cha acteristic. The extended unambiguous
velocity vm = 25 m s
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Figure 14. Diagran of GCF.

where n, and n2 are prime integers that satisfy

K = T/2= nl/n 2.

This is accomplished by retaining only the weights that correspond to stag-

gered spacings T, and T2.
The transfer characteristic of the upper branch can be calculated as a

function of staggered sampling times ti = 0, T1, T, T + T1, 2T, etc.:

H( w) = h(t.)e 1-

+00 -j AT +00 -j4<iT+T1) -(0
h(iT)e + I h(iT + Tj)e (0

-H,(w) + H2 ( w) e~ _WT 1

where

Hj(w) = h(iT)e-j~ (11

and

= )~h(iT + Tl)e3 W1  (12)
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are low-pass filters with a sampling period T = T, + T2. If properly de-

signed, the magnitudes of these two tran ser functions would be almost identi-

cal, and if it were not for the term e 1 i, the overall transfer would have

identical peaks spaced at n/T. But because of complex addition, the peaks

have varying amplitudes and associated phase shift (Figs. 11 and 12).

3.4.1 Design examples

The low-pass filter in the upper branch in Fig. 14 can be designed by

modifying methods applicable to FIR digital filters with uniform sampling

(Rabiner and Gold, 1975). Of these, we consider the optimal method (in the

Chebyshev sense) and the window method.

Optimal filter design (Chebyshev) method

By considering the design problem as a Chebyshev approximation, it is

possible to prove that this solution is optimal in a sense that the peak ap-

proximation error over the entire interval of approximation is minimized.

There are several slightly different optional methods, but the one based on

the Remez algorithm (Rabiner and Gold, 1975) has found the widest application.

Example 2

In the example that follows we use 101 uniformly spaced pulses, Tu = Ts =

0.5 ms, T1 = 1 ms, and T2 = 1.5 ms, nI = 2, n2 = 3, and a software package

DFDP (1985) for designing optimal filters to obtain LPF with fcl = 0.015, 61 =

0.001, fc2 = 0.04, and 62 = 0.03 (fcI, 61 are cutoff frequency normalized to

the Nyquist interval and ripple in stopband, and fc2, 6Z are cutoff frequency
and ripple in passband).

After all 101 weighting coefficients are applied (Fig. 14), the overall

transfer characteristic of the GCF is as given in Fig. 15a. It is important

to bear in mind that 101 uniform samples are not available and that the trans-

fer characteristic shown serves only as a reference, to be compared with the

transfer characteristic of the filter with staggered (sparse) coefficients.

This is illustrated in Fig. 5a where dashed and solid samples together denote

a uniform train and the solid samples by themselves are a stagger train of

pulses. Transfer characteristic corresponding to the staggered case is shown

in Fig. 15b. It is apparent that there are significant increases of the rip-

ples in both passband and stopband, but they still retain the minimax pro-

perty. Also, there are bands of increased attenuation around frequencies f =

l/T, 2/T, owing to staggered sampling.
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Figure 15. (a) Transfer characteristic of the Chebyshev GCF with 101 uni-
formly spaced coefficients; stopband cutoff frequency is
0.015, and passband cutoff frequency is 0.04.

(b) Transfer characteristic of the Chebyshev GCF with 41 staggered
coefficients obtained fron (a).
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As performance measure of the GCF we use Clutter Attenuation (CA). This

parameter is defined as the ratio of clutter power at the input to the power

at the output of the clutter filter. It is assumed that ground clutter is

well modeled by a narrow-band Gaussian process, which has a Gaussian spectral

shape of variable width c . We have integrated the product of the clutter

spectrum and the power transfer function of the filter to obtain the output

power. Figure 16 gives CA of both filters. Significant decrease of CA due to

staggering is obvious.

Window filter design method

The most straightforward approach to FIR filter design is to truncate a

desired infinite-duration impulse response sequence. An ideal desired fre-

quency response is

Ho(eJ) = h0(n)e-J n, (13)

where ho(n) is the corresponding impulse response sequence; i.e.,

h(n) : f Ho(eJeJlnd. (14)
-0

The finite length impulse response sequence h(n) can be represented as the

product of the desired impulse response and a finite-duration "window" w(n):

h(n) = h0(n)-w(n). (15)

The simplest window is a rectangular window:

1, 0 4 n c N-i
w(n) 0, otherwise (16)

There are various windows, each of which offers a compromise between the width

of the main lobe and the levels of sidelobes.

Let us consider next a window design of an LPF. The desired frequency

response is

HoIeJ 1 { (17)
H 0 (e~) O, otherwise

the corresponding impulse response is
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Figure 16. Clutter attenuation vs. clutter spectrum width (Chebyshev design)
of the GCF with 101 uniformly spaced coefficients (upper curve)
and GCF with 41 staggered coefficients (lower curve).

sifn (27rfcfn)ho(n) = ,n (18)
0 onl

and h(n) can be calculated from (15).

Example 3

As in the previous example, we take 101 pulses, TI = i ms, and T2 =

1.5 ms (n, = 2, n2 = 3). We use a Hamming window for w(n), and Eqs. (15) and

(18) to design a filter with cutoff velocity vc = 1.5 m s-1 (fcTs = 0.03).

The overall transfer characteristic of the GCF with 101 uniformly spaced

coefficients is given in Fig. 17a. Figure 17b shows the transfer characteris-

tic corresponding to 41 staggered coefficients that span the same dwell time

and are a subset of uniformly spaced coefficients. It is obvious that there

is no deterioration of the stopband characteristic for the filter with stag-

gered coefficients. However, there are bands of attenuation around frequen-

cies f = I/T, 2/T.

It is interesting to note that the transfer characteristic (Fig. 17c) of

the split uniform PRT filter with 21 coefficients, which corresponds to the

filter explained in Section 3.1, has a very similar shape of the notch. The
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Figure 17. (a) Transfer characteristic of GCF with 101 uniformly spaced

coefficients (Hamming window design with a 3 dB cutoff fre-

quency of 0.03).

(b) Transfer characteristic of the Hanming GCF with staggered co-

efficients.

(c) Transfer characteristic of the Hamming GCF with 21 uniformly

spaced coefficients.
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notches are closely spaced because the filter has a five-times-longer sampling

period T = TI+T 2 = (nl+n 2 ) Tu = 5 Tu .

CA of both filters (from Figs. 17a,b) are given in Fig. 18. As expected,

there is no appreciable decrease in CA due to staggering. This useful feature

can be attributed to the design method and the properties of the window. In

the case of the Chebyshev design, the weighting coefficients for uniformly

spaced samples change rapidly and nonmonotonically at the beginning and end of

the sequence. When several of these coefficients are dropped to create a

staggered sequence, the effects on the notc, becoie noticeable. With the Ham-

ming window design, the coefficients change gradually and monotonically at the

ends. Therefore, the extracted coefficients for the staggered sequence pre-

serve the shape of the uniform sequence, and the effects on the notch are

mi ni mal.

75
Uniform

Z 65
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r 35
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Figure 18. Clutter attenuation vs. clutter spectrum widt (Hamming window

design, 3 dB velocity cutoff is vc = 1.5 m c-! obtained from
Figure 17(a) for the GCF with 101 uniformly spaced coefficients

(upper curve) and the GCF with 41 staggered coefficients (lower
curve).
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3.5 Comparative Ground Clutter Filter (CGCF)

The transfer characteristics of the staggered PRT filter (Fig. 17b) and

the split uniform PRT filter (Fig. 17c) are linear everywhere except in re-

gions where the nornalized frequency satisfies

fTs= fT2 (1-K) = 0, ±0.2, ±0.4, ... K = TI/T 2 = 2/3. (20)

All nonlinearities are concentrated in narrow bands around these frequen-

cies. It is shown in the Appendix that the nonlinearities occur at notches

that are spaced by 1/T. The staggered PRT filter has a very flat amplitude

characteristic (Fig. 12) but its phase (Fig. 13) is highly nonlinear in the

vicinity of frequencies given by (20). This is in contrast to the transfer

characteristic of the split uniform PRT filter (see Section 3.1), which has

linear phase but severe attenuation in all of the notches [at frequencies

given by (20)].

It is possible to detect these regions where the transfer characteristic

is nonlinear by comparison of powers at the output of the staggered PRT filter

with powers at the output of a split uniform PRT clutter filter. For illus-

tration, the relationship between filter transfer functions (i.e., position of

notches, etc.) is shown in Fig. 19. Note that powers will be significantly

different whenever the signal is in any of the notches other than at 0 veloc-

ity. Notches near zero frequency must be well matched so that the same amount

of clutter power is removed by both filters.

The pulse-pair calculation of spectral moments can be performed at the

outputs of both filters and results compared in order to get redundant infor-

mation. When reflectivities and mean velocities from the two filters are con-

sistent, the result may be acceptable. When there is an inconsistency among

either reflectivities or velocities, a slightly more involved decision needs

to be made; one such possibility is discussed in Section 3.5.1. Because of

several common elements the hardware of these two filters can be combined into

one filter with two outputs. We call this combined filter a Comparative

Ground Clutter Filter (CGCF).
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Figure 19. (a) Transfer function of a split uniform PRT ground clutter filter
(see Section 3.1).

(b) Transfer function of a staggered PRT ground clutter filter
(see Section 3.3).

As an example, the weighting coefficients for the low-pass part of the

staggered PRT clutter filter (see Section 3.3), with an odd number of samples,

are shown in Fig. 20a. Now the weighting coefficients for the low-pass part

of a split uniform PRT clutter filter consist of all even number weights in

Fig. 20a (i.e., ... h_2 , ho , h2 ...). This procedure produces well-matched

filters because both sets of weighting coefficients are Crom the same basic

window- function (see Figs. 17b,c and 18).

3.5.1 Comparative ground clutter filter with binary decision logic

We present a possible solution for the CGCF filter with the decision

logic in Fig. 20b. This logic is probably one of the simplest. Only two

states are possible:

- signal is in one of notches

- signal is outside notches.

Signal at the output of the split uniform PRT filter is used only for

power comparison with the signal from the staggered PRT filter. This signal
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Figure 20. (a) Selection of weighting coefficients for low-pass part of a
uniform PRT ground clutter filter.

(b) Diagram of the comparative ground clutter filter and decision
logic.
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can also be used to extract the mean velocity. For the timebeing we defray

that possibility (Section 3.6) and concentrate on a simpler procedure of using

only the power from that filter.

According to the transfer characteristic (Fig. 21), the velocities from

the staggered PRT filter output will be confined to a fixed range of values.

Thus, the velocities must be computed according to (1) in order to construct a

table of decision logic Table 1.

Table 1. Decision Logic

Comparison Estimated Chosen
Between Velocijy Velocijy

Output Power (m s- ) (m s-

Pu > Ps/a* v v

A *

-25 < < -20 v= 20 or -2
AA

-20 < v < -10 v = 20

> / -10 < v < 0 v = 20 or -10Pu

0 < v < 10 v = 10 or -20

10 < v < 20 v= -20

20 <v < -25 v = 20 or -20

P - Output power of the split uniform PRT filter.
Au

Ps -Output power of the staggered PRT filter.

As before, the parameters, k = 5 cm, Ti = 1 ms, and T2 = 1.5 ms are used;

a is a threshold slightly larger than 1. The inequalities in the first column

of Table 1 serve to establish whether the powers are close to each other; the

second inequality implies that the signal is in one of the notches of the

split uniform PRT ground clutter filter. Location of velocity estimates at-

tempts to establish (albeit not uniquely) in which of the notches the signal

spectrum is, so that its mean velocity can be retrieved. This is also graph-

ically illustrated in Fig. 21a where the nonuniqueness of v that plagues this

comparison is also apparent. For instance, if power comparison suggests that
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Figure 21. (a) Velocity transfer characteristic of the staggered PRT ground
clutter filter. The ordinate is partitioned into decision re-
gions used to deduce velocities lying within the notches.

(b) Velocity transfer characteristic of the comparative ground
clutter filter (CGCF).
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we are in a notch and the velocity estimate is 5 m s-1, it is not possible to

determine if the true mean velocity is 10 m s-1 or -20 m s-1. However, the

continuity of velocity fields may be used to resolve this dilemma. The over-

all velocity transfer characteristic, after identification of the notches, is

given in Fig. 21b. We must bear in mind that the transfer in the vicinity of

0 may be misleading. Although it is linear, the signal powers will be attenu-

ated in the notch, and therefore large errors will result.

3.6 System Simulation

In order to check some of the considered concepts and the system as a

whole, we have developed a program for simulation of the weather Doppler radar

signal processor. As an input signal to the processor, we have used the

output from a weather signal simulation program, developed previously (Zrnic',

1975). A diagram of the simulated system is given in Fig. 22.

The weather and clutter signal are both narrowband Gaussian processes,

with variable spectral width. Ground clutter has mean velocity set to 0,

whereas the velocity is swept over the extended Nyquist range for the weather

signal. White noise is added to both processes, and control of clutter-to-

signal and signal-to-noise power is available.

The CGCF filter has two outputs: a split uniform PRT and a staggered PRT

(see Section 3.5). Binary decision logic block has been explained in Sec-

tion 3.5.1. It is important to realize that both outputs of the CGCF filter

consist of staggered PRT's; the label, split uniform PRT on one of them, re-

fers to the output of the split uniform PRT ground clutter filter, which is

diagrammed in Fig. 3 (see Section 3.1). The pulse-pair processor performs

mean frequency calculation on the outputs of CGCF. Pulse-pair processor here

refers to computations of v, according to Eq. (1), which includes R and R2 "

One of the outputs consists of velocities, vu, computed on staggered pulses

from a split uniform PRT filter; the other is for velocities from the stag-

gered PRT filter, which also serves as input to the decision logic. The out-

put of the decision logic, v, is the mean velocity from the pulse-pair pro-

cessor, which is corrected when necessary, by the logic explained in Table 1

(see Section 3.5.1). The weighting coefficients used in the CGCF filter are

from example 3 (vc = 1.5 m s-1; see Section 3.4.1). To ensure proper opera-

tion of the simulation, the outputs of all blocks have been monitored.
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Figure 22. Diagram of system simulation.

In Fig. 23 we have plotted the measured versus true normalized Doppler

shift at the output of decision logic for a pure (complex) sinusoid (see

Fig. 22) that is swept over the entire extended unambiguous interval. The

threshold level (a= P5/Pu) for comparison of the powers at the output of

split uniform PRT and staggered PRT filter is set at a = 1.05. The bands (at

the position of notches) where the logic is active, can clearly be seen as

flat segments in the input-output velocity characteristic (Fig. 23). The bias

of mean velocity measurement is shown in Fig. 24. Thus we conclude that for a

pure sinusoid, the input-output velocity transfer follows theoretical predic-

tions and is satisfactory.

Next we present a more realistic situation of Gaussian-shaped weather and

clutter signals. In order to obtain a precise input-output frequency transfer

curve, a long time sequence with 151 uniformly spaced points was simulated.

Out of 151 uniformly spaced samples, we isolated 61 staggered samples, and

passed them through filters. The filter impulse response consisted of 41

samples, with a total duration of 50 ms. Therefore, the first 41 samples (out

of 61) were used to load the filter (i.e., bring it into steady state) and
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Figure 23. True vs. measured frequency for pure sinusoid signal; CGCF with

decision logic (Hamming window design with cutoff frequency of

0.03).
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Figure 24. Mean velocity bias for a pure sinusoidal signal; CGCF with deci-
sion logic.
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only the remaining 20 samples (dwell time of 25 ms) were used for calculations

of v according to (1). For each input frequency (velocity) 100 different

simulation trials were performed, and the output velocities were averaged to

obtain transfer curves and biases. The SNR was set at 20 dB, and 101 fre-

quency steps were used to cover the extended Nyquist interval. Several values

of weather signal spectrum widths were tried. Clutter spectral width was set

to 0.25 m s-I and 0.5 m s-1, and various ratios of signal power to clutter

power (SCR) were tested. The following two cases are representative of typi-

cal results expected for weather radar.

Case 1: Clutter spectrum width a = 0.25 m s
-1

This case, with relatively narrow clutter width, allows processing of

weather signals with very low SCR (-40 dB). It follows from Fig. 18 that CA

is 63 dB, and that after filtering, SCR would be 23 dB. This value of SCR is

more than enough for accurate estimation of mean Doppler frequency.

In Fig. 25a, we show the estimated versus true Doppler frequency at the

output of the system with binary decision logic and for a signal spectrum

width as = 0.25 m s-1 (see Section 3.5.1, CGCF filter). The bias of Doppler

velocity measurement is given in Fig. 25b. The results are similar to those

for a pure sinusoid and demonstrate that our concept is sound. The measured

(estimated) Doppler frequencies using the output of staggered PRT filter and

the output of the split uniform PRT filter (both without any decision logic)

are given in Figs. 25c and 25d, respectively. Clearly the transfer is ambig-

uous and useless unless the decision logic is included.

Figure 26 presents the same plots as Figure 25 except that s

0.5 m s-1 . Figure 27 presents the same plots except that = im s-1 .

Figure 28 is the same as Fig. 27 except that a = 2 m s-I.

Note that the bias is mostly within acceptable limits for NEXRAD,

±2 m s-1, although at larger spectrum widths there are isolated regions with

larger bias.

Case 2: Clutter spectrum width a = 0.5 m s
-I

It is expected that cc = 0.5 m s-1 is an upper limit for a 1 antenna

that rotates at 5 rpm (Zrnic' and Hamidi, 1981). With this large spectrum

width, CA attenuation is about 36 dB (see Fig. 18). It follows that the SCR,

which can be successfully treated with this scheme, is SCR = -15 dB.
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Figure 25. (a) True vs. estimated frequency for a weather signal ith SCR=
-40 dB, o_ = 0.25 m s- and clutter 0c = 0.25 m s" ; CGCF with
decision logic.

(b) Mlean velocity bias for SCR = -40 dB, os = 0.25 m s - 1 and ac =

0.25 m s- ;CGCF with decision logic.C

36

•~~2 -1 -5 5 15 25 II II II



(c) TRUE VELOCITY (m s- 1 )

-25 -15 -5 5 15 25
.5 25

.3 - 15z .3

.- 5,

0
IA -.1 -5

.3 -15

CA
5 -25
-. 5 -. 3 -. 1 .1 .3 .5

TRUE NORMALIZED FREQUENCY fT.

(d) TRUE VELOCITY (m s71)
-25 -15 -5 5 15 25
.5 25..

.3 15 E
ILu

.i -
"' .1 5C: 0
1. j

0 lu
LU-. -5

- -. 3 •-15

W2
(A

-. 5 -25 u
-. 5 -. 3 -. 1 .1 .3 .5

TRUE NORMALIZED FREQUENCY fT.

Figure 25. (c) True vs. estimated frequency at the output 
of the staggered

PRT filte without decisi° logic (SCR = -40 dB, oc
0.25 ms- a s =-0.25 m s-).

(d) True vs. estimated frequency at the output of the split uni-

form PRT filter (SCR = -40 dB, c = 0.25 m s - , as
0.25 m s-L)
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Figure 26. (a) True vs estiTated frequency (SCR = -40 dB, c = 0.25 m s-

a = 0.5 m s- ); CGCF with decision logic.

(b) Mean velocity bias (ac = 0.25 m s-
1, a s = 0.5 m s-1); CGCF

with decision logic.
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Figure 26. (c) True vs. estimated frequency at the output of the staggered

PRT filter (ac = 0.25 n s
- , as = 0.5 m s-1).

(d) True vs. estimated frequency atlthe 
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Figure 27. (c) True vs. estimated frequenjy at the outpyt of the staggered
PRT filter (ac = 0.25 m s- , as = 1 m s- ).

(d) True vs. estimated frequency atIthe output ofIthe split uni-

form PRT filter (a = 0.25 m s- , a= In s-).
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In Fig. 29a we plotted the estimated versus true Doppler frequency for

signal spectrum width as = 0.5 m s-1 at the output of CGCF with decision logic

(see Section 3.5.1). The Doppler velocity measurement bias is given in

Fig. 29b. The estimated versus true Doppler frequency at the output of the

staggered PRT filter and the split uniform PRT filter (both without any deci-

sion logic) are given in Figs. 29c and 29d, respectively.

Figure 30 is the same as Figure 29, except that c 1 m s-1. Figure 31

is the same as Figure 30, except that a = 2 m s-1 . Note that the steepness

of the largest humps in Figs. 25c and 26c determines the discriminatory po .,,

of the decision logic. For velocities (frequencies) that fall on the steep

part, the notch ambiguities cannot be easily resolved.

Statistical analysis

Next we briefly present errors for some of the simulations from case 1

and 2. These errors contain both the bias and random components; they are

total root-mean-square errors (i.e., with respect to the true values). We

have opted for the total squared error because it is rather difficult, if not

impossible, to eliminate the bias, which is a function of Doppler spectrum

width, mean velocity, and signal-to-clutter ratio. In Fig. 32a we have plot-

ted the error for an SNR = 5 dB and ac = 0.5 m s-1, a = 2 m s-1; almost ider-
ss

tical results are obtained for as= 1 m s-1. The average error of 3 m s-1 is

less than a theoretical prediction of 3.2 m s-1 (see Section 2). We stress

that the theory is for an estimator without the CGCF filter, and that the de-

cision logic has slightly reduced the errors at the location of notches. For

a a = 0.25 m s-1 and either a = 1 m s- 1 or a = 2 m s-1, the errors are

very similar; we show only the ones for as = 1 m s- 1 in Fig. 32b; the smaller

average value of 2.6 m s-1 can be attributed to better filtering of the nar-

rower clutter spectrum. Although it is satisfying that the errors are below

theoretical predictions, they may still be objectionable, in which case a two-

step calculation (see Section 2) or some averaging in range would be neces-

sary. At larger SNR the errors do decrease, but not as much as expected fre.

theory. This is shown in Figs. 32c and 32d. Note that now the SNR is 20 d',,

but the average error for ac = 0.5 m s-I and a = 2 m s-1 is 2.3 m s-1, which

is much larger than the theoretically expected 0.6 m s-1. This fact, togetp:

with the shape of error curves, leads us to conclude that clutter residue

contributes considerably to the errors. We also expect this to be true for

the two-step process, and therefore the benefits of the two-step process nay
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Figure 29. (a) True vs esti Tated frequency (SCR = -15 dB, ac = 0.5 m s
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a = 0.5 m s- ); CGCF with decision logic.

(b) Mean velocity bias (a = 0.5 m s-1, a = 0.5 m s-1); CGCF
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Figure 30. (c) True vs. estimated frequency at the outut of the staggered
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not be as large as suggested in Section 2, where clutter residue was not con-

si dered.

4. SUMIARY OF SIMULATION STUDIES

We simulated the input-output velocity (frequency) transfer for a stagger

PRT transmission scheme with T, = I ms (val = ± 8.3 m s-1), T2 = 1.5 ms (Va2

± 12.5 m s-1) and extended unambiguous velocity vm = ± 25 m s-1. The number

of staggered coefficients of the clutter filter was 41, the filter's cutoff

velocity was 1.5 m s-1 , and the number of stagger pulses for velocity estima-

tion was 20.

With a clutter spectrum width of 0.5 m s-1, which is expected at antenna

rotation rates of 5 rpm, and beamwidth of 10, we obtain > 36 dB of clutter at-

tenuation. However, velocities in 40% of the extended unambiguous interval

require special treatment, and are subject to larger uncertainties and ambi-

guities. Greater clutter attenuations are possible at the expense of further

increases in the region of degraded velocities; if the notch width is doubled

(and ac = 0.5 m s- 1), we expect the same performance as with ac 0.25 m s - I

which is > 50 dB of clutter rejection.

Our simulation demonstrates that a clutter filter for staggered pulses

performs according to theory, and that a decision logic is needed. The re-

sults presented do not show how often the decision logic fails, in that it

wrongly identifies the notch in which the signal spectrum is located, although

some idea can be obtained from the steepness of the transition region, which

can be estimated in Figs. 25c through 31c. These figures suggest that signals

with spectrum width of 2 m s-1 and larger would often yield erroneous mean ve-

locities, if they are in some parts of the notches.

We have investigated the statistical properties of mean velocities and

find the bias to be mostly below 2 m s-1. This we judge to be acceptable, es-

pecially since the maxima are confined to very narrow regions of velocities.

Statistically, better overall performance may occur if the estimator (1)

is used to roughly identify, within an integer multiple of 2val, the mean ye-

locity. Then an improved mean velocity, v1 , can be obtained from the argument

of R1 (regular pulse pair or spaced pairs) which is properly dealiased with

the help of v. Although this has not been attempted in the present

simulation, it would not change our conclusions about the ground clutter per-

formances and the velocity transfer curves, because v1 has problems at the
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same locations (notches as does v. The improvement, if any, is limited by

ground clutter residue, and it may not be sufficient to justify added hardware

complexity.

Throughout this report we have not considered th2 effects of our filter

on spectrum width estimation. From the distortions in the velocity transfer

curves, and the fact that notches occupy about 40% of the extended unambiguous

interval, we believe that the spectral widths would have significant biases

through at least as much of the interval. These biases nay not be correct-

able.

Also, our simulation did not consider the estimation of reflectivity.

Because the amplitude transfer function of the staggered PRT filter is mostly

flat, with a 3 dB loss in two small regions (about 20%) of the extended unam-

biguous interval (Fig. 17b), we conclude that reflectivity estimates from its

output would be satisfactory. In relative terms, reflectivity estimates are

better than velocity estimates, which are better than the spectrum width esti-

mates.

5. CONCLUSION

The scheme developed allows ground clutter canceling on Doppler weather

radars that are operating with staggered PRT's. The scheme consists of two

filters that operate sequentially, so that the overall filter is time-varyinr

with periodically changing coefficients. The filter designed by the window

method produced a better overall clutter attenuation than the one based on the

Chebyshev method. We have shown theoretically and through simulations that

the filter would perform well (36 dB of clutter attenuation for a clutter

width of 0.5 m s-1) and would not degrade velocity estimates in about 60% of

the extended unambiguous interval; the extended interval for example, at a

wavelength of 5 cm, is 50 m s- 1. Forty percent of the interval is distributed

into four separate frequency (velocity) bands, which require special process-

ing to resolve possible ambiguities among them. In our example, the four-

notch ambiguity is reduced (although not perfectly) by a decision logic to a

two-notch ambiguity. Further resolution can be made only by invoking auxil-

iary information such as spatial continuity.

Magnitude transfer curves of the filter suggest that reflectivity esti-

mates would be very satisfactory, but the spectrum width estimates may have

degradation in the form of practically uncorrectable biases. Simulations st,w
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that mean velocities obtained after clutter filtering have errors < 2.3 m s
-1

if SNR's are 20 dB or larger. At lower SNR's (e.g., 5 dB) the average errors

are less than 3.2 m s-1 , but peak errors in narrow velocity bands can be as

large as 7 m s-1 . These errors are larger than the specification (1 m s-1)

for the TDWR.

Because of the complicated hardware and less than spectacular clutter

canceling, the staggered PRT scheme must be carefully weighed against a sim-

pler random phase procedure (Zrnic' and Miahapatra, 1985). If the main goal is

to survey weather over a very limited area, such as an airport, then a uniform

PRT (i.e., a random phase scheme) can usually be found such that the first

trip echo is not obscured by out-of-trip echoes. Perhaps the staggered PRT

scheme should be used only for surveillance of weather over larger areas far-

ther from the radar, where clutter problems are not significant.
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APPENDIX

POSITION OF NOTCHES IN A LOW-PASS FILTER USED FOR STAGGERED PULSE FILTER

Consider a staggered pulse train and a low-pass filter to extract ground

clutter. Let us assume that the filter is a simple moving average consisting

of 211 samples. Its transfer function evaiuated from two geometric progres-

sions is as follovs:

H(w) 1 sin PIlT/2 . + ej WT1  e j*
T ( M- 1 ) / 2H~)=2T "sin Jo/2

where, as before, T T1 + T2.

This filters' passband will be centered at zero frequency, and it will

also have enhanced transfer at ±l/T, ±2/T, etc. Only when T1 = T2 (i.e., the

pulses are not staggered) will the transfer be enhanced at ±2/T, ±4/T, etc.,

locations that are 2 times farther removed from zero. But this latter case is

of no practical use. It is the staggered train that can help reduce ambi-

guities, and we see that a low-pass filter for such a train has repeated peaks

that are not sufficiently removed from zero. In our example of T = 2.5 ms,

the peaks are at ±10 m s-1, ±20 m s-1, etc. Now, when filtered clutter is

subtracted from the original pulse train, weather echo signals that are cen-

tered at the peaks of the low-pass filter would also be removed. Thus,

notches are located at ±l/T, ±2/T, etc. Other standard, but nonuniform,

weights will also create similar notches. Complete elimination of such

notches would also result in the elimination of the notch at zero frequency.

Because there is no way to eliminate the notches completely without also

eliminating the notch at zero frequency, we have decided to take advantage of

the known position of the notches in developing the logic for the comparative

ground clutter filter (see Section 3.5).
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